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- how do we achieve and maintain such a large-scale effort?
WINTER AIN'T COMING YET...

MUST FINISH PROOF FIRST...
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- makes strict separation of code and specs/proofs possible
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→ do not use Hoare-style contracts

\[
\{ P1 \land P2 \} f \{ Q1 \land Q2 \}
\]

becomes two separate lemmas
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→ how to get rid of loop invariants? (without getting rid of loops)
Inductive loop invariants
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Let $\mathcal{I}$ be the set of inductive loop invariants

- the conjunction of two inductive invariants is an inductive invariant
- $(\mathcal{I}, \supseteq)$ form a lattice, its join operation is the conjunction operator $\wedge$
- its bottom element is $\text{True}$, and its maximum element $\bigwedge_{I \in \mathcal{I}} I$ is what we call the most general inductive invariant (MGI)
Generating the MGI

MGI can be defined as the inductive closure of the relation which contains the loop initialization and which is closed by applying an iteration of the loop body.
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  Update

Stop
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→ MGI can be defined as the inductive closure of the relation which contains the loop initialization and which is closed by applying an iteration of the loop body
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- we use a similar trick to delay *termination proofs* for recursive predicates or internal loops
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